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Abstract. This paper presents a new method of evaluating heart rate variability based on  
nonlinear  analysis.  We can describe selected processes  running in  living  organism much  
more effectively using specific methods of nonlinear analysis. The main tool of recurrence  
analysis is represented by recurrence plots which visualise the recurrence behaviour of the  
phase space trajectory of dynamical systems.
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1. Introduction

Heart rate variability shows heart’s ability to adapt to changing circumstances. The clinical 
significance of HRV has been known for many years. HRV is, for example,  a strong and 
independent instrument for the prediction of mortality from acute myocardial infarction in 
cardiology [9]. HRV provides information on the activities of the autonomic nervous system 
in neurology. A big advantage is the possibility of completely non-invasive measurement of 
HRV.

Evaluation  of  HRV is  currently based  on  time  domain  or  frequency analysis.  To  obtain 
complex information about HRV it is necessary to know the results of both these methods 
[11]. There is an increasing importance of nonlinear analysis of biological data in the last few 
years.  Nonlinear  techniques  allow  us  to  describe  selected  processes  generated  in  living 
organisms much more effectively [11]. Recurrence analysis - the subject of this study - is one 
of these techniques. In biomedicine, recurrence analysis was initially used in special cases 
such  as  evaluation  of  HRV  before  onset  of  ventricular  tachycardia  [1]  or  prediction  of 
epileptic  seizures  [2].  However,  recent  studies  [3,  4,  5,  6]  suggest  possibilities  of  wider 
application of recurrent analysis of biological data.

Recurrence plots - the basic instrument of recurrence analysis allow visualization of phase 
space trajectories using two-dimensional graph. As with the most of non-linear analysis, the 
starting point for recurrence analysis is construction of phase space. The state of a system 
usually changes in time. The vector in phase space describes a trajectory that represents time 
evolution or dynamics of the system. The recurrence analysis uses a method of embedding a 
time delay  into the phase space construction. Reconstructed phase space is, therefore, not 
exactly the  same  as  the  original,  but   maintaines  the  same  topological  properties,  if  the 
embedding  dimension  is  large  enough  [7,  8].  Recurrence  plots  (RP)  allow  analysis  of 
multidimensional systems. RP can be used to detect transitions between different states or to 
find interrelations between several systems [7, 8].

During recurrence analysis the pair test is computed. For N states, we compute N2 tests. If the 
distance between the two states i and j in trajectory less than the threshold ε, the value of the 
element in the recurrence matrix R is one, otherwise this value will be zero [7, 8].



Fig. 1. A representative example of the recurrence plot.

RP can be mathematically expressed as

Ri , j=i−∥x i−x j∥ , x i∈Rm , i , j=1... N , (1)

where

N the number of considered states xi,

εi a threshold distance,

||  || ⋅ a norm,

Θ(  ) ⋅ the Heaviside function.

The  structures  created  in  RP  represent  the  basis  for  so-called  recurrence  quantification 
analysis  (RQA).  It  is  a  set  of  parameters  introduced  by Zbilut  and  Webber  [8]  for  the 
possibility of quantitative evaluations of RP. The parameters are based on diagonal lines of 
the structures of RP [7, 8]. Compared to other traditional methods of nonlinear analysis, a 
great advantage of RQA  is its ability to capture the chaotic properties without  a  need  of a 
long data series and the fact that it is relatively immune to noise and nonstationarity. RQA is a 
sensitive tool for detecting any dynamic changes, but it can be easily affected by settings. One 
of the critical parameters of RQA is the threshold distance εi. Even a small change of εi can 
dramatically affect the results of RQA [4, 5]. Currently, we meet with various studies and 
articles dealing with the choice of threshold distance εi.

Several  methods  to determine the threshold distance  are presented  in article  [10]. Among 
other things, Dr. Marwan recommended there to normalize the data and then use a fraction of 
the standard deviation as the value of the threshold parameter. Another interesting method is 
to set a threshold distance to guarantee 1% of recurrent points. This method is also used in the 
study [6] where they use the so-called fixed percentage of recurrent points 5%. At the end of 



his  article  [5],  Dr.  Hang Ding University  of  Queensland  identifies  the  optimal  threshold 
distance providing 9.5% and 6.5% recurrent points.

2. Subject and Methods
In cooperation with the Neurological Clinic of the Motol hospital, we used recurrence analysis 
for the evaluation of heart rate variability in both patients and healthy subjects. The length of 
RR intervals measured during the orthostatic test was used as input signal. The main data set 
for the analysis was patientsʼ data from the clinic. The most commonly represented diseases 
were neuropathy (CMT), complex regional pain syndrome (CRPS), phobic postural vertigo 
(FPV) and the conditions of collapse (PRE-COLL). Pre-collapse state is  intolerance while 
standing, without finished collapsing with impaired consciousness, usually in patients with 
vagotonus standing. The control group consisted of healthy subjects who underwent a clinical 
orthostatic test. Orthostatic load is carried by the adjustment of the human body from a lying 
to standing.  The load causes stagnation of blood in legs, thus reducing venous return and 
cardiac stroke volume. In response, heart rate increases, peripheral vasoconstriction occurs 
and cardiac blood volume and blood pressure equalize in healthy humans.

For  the  analysis we used  a  script created in MATLAB. The input parameters are the time 
delay  τ,  the  dimension  m and  threshold  p.  The  threshold  distance  is  determined  by the 
percentage of each record so that

=
S max−S min

100
⋅p , (2)

where

ε the threshold value,

Smax the maximum in the matrix,

Smin the minimum in the matrix,

p an input parameter threshold.

The calculated parameters of RQA were processed in a form of boxplot graphs. Two-sided t-
tests were then calculated for selected graphs.

3. Results

We found significantly higher  percentage  of  recurrent  points  from RQA measurement  in 
patient  with  CMT  and  FPV  compared  with  control  group.  RQA measurement  based  on 
diagonal lines showed significantly higher percentage of points forming diagonal lines (the 
value of DET parameter - determinism), in group with CRPS and PRE-COLL compared on 
the control group.



Fig. 2. Box plot illustrating the comparison of percentage of recurrence points (RR) between control group and 
FPV (P=0.025) and between control group and CMT (P=0.005).  Box plot shows interquartile range of 
values with central line indicates median.

  

Fig. 3. Box plot illustrating the comparison of percentage of determinism (DET) between control group and 
PRE-COLL (P=0.005) and between control group and CRPS (P=0.1).  Box plot shows interquartile 
range of values with central line indicates median.



RQA measurement based on vertical lines showed significant difference in longest vertical 
line  MAXV  between  PRE-COLL and  control  group.  The  last  parameter  which  showed 
significant difference was entropy ENTR. The values of ENTR were significantly higher in 
CMT and PRE-COLL groups compared to the control group. Unfortunately, there was no 
significant  difference   among  individual  groups  with  diseases.  In  other  words,  the  only 
differences we found were just  between the groups with diseases and the control group.

Fig. 4. Box plot illustrating the comparison of maximum length of vertical line (MAXV) between control group 
and PRE-COLL (P=0.05). There are no significant differences between control group and CMT.  Box 
plot shows interquartile range of values with central line indicates median.



Fig. 5. Box plot illustrating the comparison of entropy (ENTR) between control group and PRE-COLL 
(P=0.05) and between control group and CMT (P=0.1).  Box plot shows interquartile range of values 
with central line indicates median.

4. Discussion

The  main  goal  of  our  study  was  to  verify  the  possibilities  of  recurrence  analysis  in 
neuroscience. We demonstrated significant differences in the values of RQA parameters for 
healthy and ill subjects. Higher percentage of recurrence points and higher values of DET, 
ENTR or MAXV show the changes in HRV, that may indicate pathological conditions.

The main advantage of RPs in comparison to other traditional methods of non-linear 
analysis is that they can be applied to rather short and even nonstationary time series. RQA is 
a sensitive tool for detecting any dynamic changes, but can be easily affected by parameter 
settings. As we mentioned before, one of the critical parameters for the RQA is the threshold 
distance  εi. There are no instructions on the optimal set of input parameters, especially the 
threshold distance. Currently, the setting of the threshold distance is major limitation of our 
study.  We  determine  the  threshold  distance  as  a  percentage.  New experiments,  however 
suggest greater accuracy when  using the standard deviation method [10] describe above. The 
next limitation of our pilot study is a small number of patients in the groups. At this time, we 
are working on new studies, that eliminate these shortcomings and are specifically focused.

5. Conclusions

We have verified the possibility of using recurrence analysis for the evaluation of heart rate 
variability. The RQA parameters can be used together with commonly used parameters of 
HRV to evaluate the heart rate variability in neuroscience. The main RQA parameters suitable 
for the evaluation of HRV are recurrence rate (RR), determinism (DET), entropy (ENTR) and 
longest vertical line (MAXV).
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